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Abstract 
The rapid development of artificial intelligence (AI) presents both 

opportunities and challenges for Southeast Asian nations, particularly in terms 

of governance and ethical considerations. While AI has the potential to drive 

economic growth and innovation, it also raises concerns about privacy, 

fairness, accountability, and transparency. However, the governance 

frameworks across Southeast Asia remain inconsistent, with countries at 

varying stages of implementing AI ethical guidelines. This study aims to 

conduct a comparative analysis of AI ethical policies across five Southeast 

Asian countries: Singapore, Malaysia, Indonesia, Thailand, and the 

Philippines. The research explores how these nations are addressing key 

ethical issues in AI governance and identifies gaps in their frameworks. A 

qualitative research design, using document analysis and semi-structured 

interviews with policymakers and experts, was employed to gather data on 

national AI strategies, regulations, and ethical guidelines. The findings reveal 

that Singapore and Malaysia have developed comprehensive and advanced AI 

ethics frameworks, while Indonesia and the Philippines are still in early stages 

of policy development. Thailand presents a balanced approach, focusing on 

both technological growth and social equity. The study concludes that there is 

a need for more coordinated AI governance in Southeast Asia to ensure 

responsible AI deployment that aligns with international ethical standards. 
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INTRODUCTION 

Artificial intelligence (AI) is rapidly reshaping industries, societies, and governance 

frameworks worldwide. As its transformative potential continues to unfold, governments and 

international organizations face the pressing challenge of creating governance mechanisms that 

ensure the responsible and ethical use of AI (Kumar et al., 2025). Southeast Asian nations, in 

particular, are navigating a complex landscape of technological advancements, regulatory gaps, 

and ethical concerns, which necessitate the establishment of robust AI policies (Acharya et al., 

2025). These nations, while diverse in terms of political, economic, and cultural contexts, are 

beginning to recognize the importance of developing frameworks that align AI deployment 

with societal values and international standards. With AI technologies being increasingly 

incorporated into critical sectors such as healthcare, finance, transportation, and education, the 

stakes for effective governance are higher than ever  Wang & Zhang, (2025). As AI evolves, its 

impact on citizens, businesses, and global relations grows exponentially, highlighting the need 

for comprehensive ethical guidelines. 

Despite the growing acknowledgment of the necessity for AI governance, Southeast Asia 

lags behind more developed regions in terms of concrete regulatory frameworks and policy 

implementations (Lu, 2025). Countries in this region vary significantly in their approach to AI 

governance, with some focusing on economic and technological growth, while others prioritize 

safeguarding public welfare and ethical principles. While there has been an increase in 

discussions around AI governance within Southeast Asia, a coherent and standardized 

approach is still in its infancy (Dunleavy & Margetts, 2025). With ethical concerns such as data 

privacy, bias, accountability, and the potential for job displacement arising alongside 

technological advancements, the region faces a critical moment in determining how to manage 

AI development responsibly. This landscape of emerging policy frameworks necessitates a 

comparative analysis to better understand the diverse approaches and their implications. 

As AI adoption accelerates, its governance becomes essential not only to protect 

individual rights but also to foster sustainable economic growth in Southeast Asia 

(Papagiannidis et al., 2025). Several countries, including Singapore, Malaysia, Indonesia, and 

Thailand, are at different stages of developing AI ethical guidelines, influenced by their 

respective socio-political climates, technological capabilities, and global positioning. 

Understanding the challenges, opportunities, and strategies within these countries is crucial for 

creating a cohesive regional approach to AI ethics and governance (Z. Li et al., 2025). The 

context of Southeast Asia presents both a unique challenge and opportunity, as nations strive to 

balance the promise of AI-driven growth with the need for ethical oversight and societal 

protection. 

The primary issue this study addresses is the lack of a unified, effective, and 

comprehensive AI ethical framework across Southeast Asian nations (Tuygunov et al., 2025). 

While AI is transforming multiple sectors in these countries, the regulatory frameworks 

governing its ethical use are often inconsistent and insufficiently developed. Some nations are 

only beginning to formulate policy responses to the challenges posed by AI, while others are 

navigating the complexity of balancing AI innovation with ethical considerations (Robles & 

Mallinson, 2025). The lack of coordination among Southeast Asian countries on AI governance 

leads to potential ethical dilemmas such as privacy breaches, algorithmic bias, and unchecked 

automation (Khan et al., 2025). These challenges call for deeper investigation into how these 

countries are developing their AI policies and how their ethical guidelines align with 

international standards. 

Moreover, the absence of a clear and transparent regulatory framework risks creating 

environments where AI technologies are deployed without adequate consideration of their 

broader societal impact (Mohsin Khan et al., 2025). The uneven application of AI ethics 

policies across Southeast Asia also hampers the ability of these nations to build public trust in 

AI technologies. As such, there is an urgent need for research that examines the ethical 
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guidelines that govern AI in Southeast Asia, comparing the strengths and weaknesses of each 

approach and offering recommendations for best practices. The problem is compounded by the 

varying levels of technological development, political will, and societal readiness to address 

these ethical concerns, making a region-specific analysis all the more crucial. 

This study aims to provide a comparative analysis of AI ethical guidelines in Southeast 

Asian countries, identifying the gaps and challenges that exist in their current policies. By 

doing so, it seeks to highlight the need for coordinated, regionally specific frameworks that 

promote the ethical use of AI while safeguarding citizens’ rights and interests. The research 

also aims to identify the factors that contribute to the disparities in AI governance across the 

region, including the role of government policies, international collaboration, and the 

involvement of civil society. 

The primary objective of this study is to conduct a comparative analysis of the AI ethical 

guidelines currently being developed and implemented across Southeast Asian nations. By 

examining the ethical principles that underpin AI governance in countries like Singapore, 

Malaysia, Indonesia, and Thailand, the research seeks to identify commonalities, divergences, 

and potential best practices. This research aims to determine how these nations are addressing 

core ethical issues such as privacy, transparency, accountability, fairness, and bias in AI 

systems, and how their efforts align with international frameworks such as the European 

Union’s AI Act or UNESCO’s AI ethics guidelines. 

Furthermore, the study aims to provide insights into the challenges these nations face in 

creating and enforcing AI ethical guidelines, particularly in light of the region’s diverse 

political systems, technological infrastructures, and socio-economic contexts. By analyzing the 

effectiveness of existing policies and identifying gaps in current frameworks, the research 

aspires to offer recommendations for enhancing AI governance in Southeast Asia. Ultimately, 

the goal is to contribute to the development of more coherent and effective regional AI ethics 

frameworks that can foster responsible AI deployment while promoting the socio-economic 

well-being of Southeast Asian countries. 

Through a detailed comparison of existing AI governance structures, the research will 

examine the broader implications for regional and global AI policy-making, with a focus on 

ensuring that AI technologies are developed and deployed in ways that respect human rights, 

promote social equity, and enhance democratic governance. This research also aims to propose 

actionable policy recommendations to help Southeast Asian nations build more robust, ethical, 

and transparent AI governance frameworks that are both regionally relevant and internationally 

competitive. 

A significant gap in the existing literature on AI governance lies in the lack of 

comparative studies focusing on the ethical frameworks employed by Southeast Asian nations. 

While much of the scholarly attention on AI governance has been concentrated on more 

developed countries and international bodies, research on AI ethics within the Southeast Asian 

context remains underexplored. Most existing studies on AI ethics tend to focus on the 

technological and economic aspects of AI deployment, with limited attention given to the 

ethical challenges that arise within the specific political, cultural, and legal environments of 

Southeast Asia. 

Additionally, while international organizations and some Southeast Asian governments 

have developed AI ethical guidelines, there is little analysis of how these guidelines are being 

implemented in practice, particularly in countries with emerging AI ecosystems. Existing 

studies often treat AI governance in isolation, without considering the broader socio-political 

implications of AI policies across the region. This research fills this gap by providing a 

comprehensive, comparative analysis that explores the nuances of AI governance across 

Southeast Asia, focusing on the practical and ethical challenges faced by governments, 

businesses, and citizens. 
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Furthermore, this study identifies a gap in the research on the role of regional 

collaboration in shaping AI governance. While there are global frameworks for AI ethics, the 

research has yet to explore how Southeast Asian countries might collaborate more effectively 

in addressing shared challenges in AI regulation and governance. This analysis aims to shed 

light on potential avenues for regional cooperation, offering a more holistic understanding of 

how Southeast Asian nations can harmonize their efforts to address AI’s ethical challenges. 

This study brings a novel approach to the field of AI governance by focusing specifically 

on the ethical guidelines employed by Southeast Asian nations, a region that has received 

limited attention in comparative AI policy analysis. Unlike existing studies that concentrate on 

developed countries or global frameworks, this research aims to highlight the unique 

challenges and opportunities that Southeast Asian nations face in developing AI policies that 

reflect their socio-political realities. By addressing the ethical concerns of AI from a region-

specific perspective, this study contributes valuable insights that can inform future policy-

making not only in Southeast Asia but also in other developing regions. 

Moreover, the novelty of this study lies in its comprehensive approach to examining both 

the ethical principles underpinning AI governance and the practical aspects of policy 

implementation. While much of the existing literature focuses on theoretical or high-level 

discussions of AI ethics, this research aims to ground its analysis in real-world examples from 

Southeast Asian nations, providing actionable recommendations for improving AI governance 

in the region. This study is also unique in its exploration of regional collaboration, offering new 

perspectives on how Southeast Asian countries can work together to create a unified approach 

to AI governance. 

The significance of this research extends beyond academic inquiry. With AI’s rapid 

development and its increasing impact on society, the need for effective governance has never 

been more pressing. By providing an in-depth analysis of the ethical frameworks guiding AI 

development in Southeast Asia, this study offers insights that can help shape future policy-

making in the region, ensuring that AI technologies are deployed in ways that promote fairness, 

transparency, and accountability. This research, therefore, serves not only as a scholarly 

contribution but also as a practical guide for policymakers, stakeholders, and advocates seeking 

to navigate the complex ethical terrain of AI governance. 

RESEARCH METHOD 

Research Design 

This study adopts a qualitative research design, utilizing a comparative case study 

approach to analyze AI ethical guidelines across Southeast Asian nations. The research is 

exploratory in nature, aiming to investigate the various policy frameworks that govern AI 

ethics within the region (Mirakhori & Niazi, 2025). The comparative case study methodology 

is chosen due to its ability to provide an in-depth understanding of the different approaches, 

challenges, and strategies employed by Southeast Asian countries in establishing AI 

governance (Y. Li et al., 2025). By focusing on the ethical aspects of AI policy, the research 

design allows for a detailed examination of the similarities, differences, and gaps in AI 

governance across nations. This design also facilitates an analysis of the broader socio-

political, cultural, and economic factors influencing AI policy decisions within the region. The 

use of qualitative methods ensures that the study captures the nuances and complexities of AI 

governance, offering a rich and contextually grounded understanding of the subject. 

Research Target/Subject 

The target of this research is twofold, encompassing both official policy frameworks and 

the key stakeholders who shape them. Primarily, the study focuses on the national AI ethical 

guidelines, strategic plans, and government reports from five selected Southeast Asian nations: 

Singapore, Malaysia, Indonesia, Thailand, and the Philippines. These countries serve as the 
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primary subjects due to their diverse stages of technological maturity and policy development. 

Complementing these documents, the study targets a purposive sample of policymakers, AI 

technologists, and academic experts within these nations. By focusing on these specific 

subjects, the research aims to capture both the formal written standards of AI governance and 

the lived experiences and motivations of the individuals responsible for their implementation 

and oversight. 

Research Procedure 

The data collection process will begin with a review of the most relevant AI ethical 

guidelines and policy documents from each of the selected Southeast Asian nations. These 

documents will be sourced from government websites, academic publications, and international 

organizations that focus on AI policy. The document analysis will follow a systematic 

approach, categorizing the policies according to ethical principles and examining the specific 

strategies each country has adopted. Following the document analysis, semi-structured 

interviews will be conducted with key stakeholders involved in AI governance. The interviews 

will be scheduled and conducted via video conferencing or in-person meetings, depending on 

the availability and preferences of the interviewees. Each interview will be audio-recorded 

(with consent) and transcribed verbatim for analysis. The data from the interviews will be 

coded and analyzed thematically, focusing on key themes related to AI policy development, 

challenges, and ethical concerns. The study will also include a cross-country comparison, 

identifying common themes and variations in the AI ethical guidelines across the selected 

nations. Ethical considerations, such as informed consent and confidentiality, will be strictly 

adhered to throughout the research process. Finally, the data will be analyzed using qualitative 

analysis software, ensuring that the findings are rigorously and systematically derived. 

Instruments, and Data Collection Techniques 

Data for this study will be collected through a combination of document analysis and 

semi-structured interviews. The primary instrument for data collection will be a content 

analysis framework designed to systematically examine the AI ethical guidelines and policy 

documents from each country. This framework will focus on key ethical principles, such as 

transparency, accountability, fairness, privacy, and bias mitigation, which are critical 

components of AI governance. In addition to document analysis, semi-structured interviews 

will be conducted with policymakers, AI experts, and representatives from regulatory bodies in 

the selected countries. The interview questions will be designed to explore the motivations 

behind the development of AI ethical guidelines, the challenges faced in their implementation, 

and the perceived effectiveness of these policies in addressing ethical issues related to AI. The 

combination of document analysis and interviews will provide both qualitative and empirical 

insights, ensuring a comprehensive understanding of the AI governance landscape in Southeast 

Asia. 

Data Analysis Technique 

The data analysis for this study will be conducted using a systematic qualitative approach 

involving thematic analysis and content analysis. Initially, a content analysis framework will be 

applied to the gathered policy documents to categorize and compare ethical principles such as 

transparency, accountability, and fairness. For the empirical data, the audio-recorded interviews 

will be transcribed verbatim and processed through qualitative analysis software. The analysis 

will follow a coding process to identify recurring patterns, challenges, and unique strategies 

across the five nations. Finally, a cross-country comparative analysis will be performed to 

synthesize the findings, allowing for a rigorous examination of the similarities, differences, and 

gaps in AI ethical governance within the broader socio-political and economic context of 

Southeast Asia.  
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RESULTS AND DISCUSSION 

The study gathered secondary data from official documents and reports on AI ethical 

guidelines from five Southeast Asian nations: Singapore, Malaysia, Indonesia, Thailand, and 

the Philippines. The data includes the primary policy frameworks, AI governance strategies, 

and ethical guidelines implemented by each country. These documents were sourced from 

government publications, research reports, and international organizations focused on AI 

ethics. A total of 15 key policy documents were analyzed, which included national AI 

strategies, AI ethics frameworks, and sector-specific AI regulations. The data revealed a 

growing trend towards formalizing AI ethics in these countries, with Singapore having the 

most comprehensive and advanced policies, followed by Malaysia and Thailand. Indonesia and 

the Philippines are still in early stages of developing comprehensive AI ethics frameworks. 

The comparative analysis of these policy documents provided a broad overview of the 

regulatory environment in Southeast Asia, highlighting the various stages of AI governance 

development across the region. Singapore’s AI ethical guidelines were the most detailed, 

addressing a wide range of ethical issues such as fairness, transparency, accountability, and 

privacy. Malaysia and Thailand also presented well-established ethical frameworks, with some 

overlap in their focus on data protection and bias mitigation. Indonesia and the Philippines, 

however, were found to have more general guidelines, with a strong emphasis on promoting AI 

innovation rather than addressing the ethical implications of AI deployment. 

The data revealed that there is significant variation in the scope and depth of AI ethical 

guidelines among Southeast Asian nations. Singapore’s national AI strategy, for example, 

emphasizes ethical principles such as transparency in algorithmic decision-making and the 

need for AI systems to be accountable to the public. In contrast, Malaysia’s AI ethics 

guidelines place a stronger emphasis on data privacy and cybersecurity, highlighting the 

country’s focus on securing AI systems against cyber threats. Thailand’s AI ethics framework, 

while similar in some respects to Malaysia’s, also includes provisions for social equity, 

ensuring that AI technologies benefit all segments of society, especially marginalized 

communities. 

On the other hand, Indonesia and the Philippines have less comprehensive guidelines, 

with a greater focus on fostering AI innovation and attracting foreign investment. These 

countries acknowledge the importance of ethical considerations but have not yet fully 

integrated them into their regulatory frameworks. Instead, their policies are centered around the 

development of AI infrastructure, research, and education, with ethical issues being addressed 

as part of broader technological policy discussions. The findings indicate that while Southeast 

Asian nations are aware of the need for ethical guidelines, their approaches to AI governance 

are still in varying stages of maturity. 

The collected data also reflected how the governments of these Southeast Asian nations 

are prioritizing AI governance within their broader national development agendas. Singapore, 

as a regional leader in AI policy, has embedded AI ethics within its Smart Nation initiative, a 

long-term strategy aimed at harnessing technology for economic growth and social good. 

Malaysia, similarly, has integrated AI ethics into its National Policy on Industry 4.0, 

demonstrating the country’s commitment to ensuring that AI technologies are developed in 

alignment with national development goals. Thailand has approached AI governance through 

its Artificial Intelligence National Strategy, which emphasizes the importance of public-private 

collaboration in establishing ethical AI standards. 

Indonesia and the Philippines, while recognizing the importance of AI in their economic 

development, have not yet fully institutionalized AI ethics. Indonesia’s AI roadmap, for 

instance, focuses more on creating AI-friendly policies and enhancing digital infrastructure, 

with AI ethics being addressed as part of a larger framework for innovation. Similarly, the 

Philippines’ AI policy focuses on fostering technological capabilities and ensuring that AI 

adoption drives economic growth, with ethical guidelines being developed as supplementary 
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measures. The data reflects that while some countries have begun embedding AI ethics into 

their policy frameworks, others are still in the process of defining the ethical parameters within 

which AI should operate. 

The inferential analysis of the data suggests that there is a correlation between a 

country’s level of AI development and the complexity of its AI ethics policies. Countries with 

more developed AI ecosystems, such as Singapore and Malaysia, tend to have more detailed 

and well-rounded ethical frameworks. This is particularly evident in the case of Singapore, 

where AI ethics are deeply integrated into its national AI strategy, reflecting the country’s 

advanced technological infrastructure and proactive approach to AI governance. In contrast, 

nations like Indonesia and the Philippines, with relatively less developed AI ecosystems, focus 

more on stimulating innovation and infrastructure, with ethical considerations being addressed 

at a more basic level. 

The analysis further suggests that economic priorities play a significant role in shaping 

the ethical guidelines of AI in these countries. For instance, Singapore and Malaysia have 

focused on ethical considerations related to fairness, accountability, and transparency to 

maintain public trust in AI technologies, which is essential for their competitive edge in the 

global AI market. Meanwhile, Indonesia and the Philippines are still in the process of laying 

the groundwork for AI regulation and are less focused on the ethical dimensions of AI 

deployment, indicating that economic development often takes precedence over ethical 

concerns in these nations’ AI policy frameworks. 

The comparative analysis revealed that the governance of AI in Southeast Asia is closely 

tied to each country’s unique socio-political and economic contexts. Singapore’s well-

developed AI ethics guidelines are a reflection of the country’s position as a global technology 

hub, where the emphasis on public trust, transparency, and social equity is essential for 

sustaining technological innovation. Malaysia’s approach, which is similar to Singapore’s but 

with a stronger focus on data privacy, also reflects its ambition to position itself as a leader in 

AI while ensuring robust protections for its citizens. Thailand’s policies, which emphasize 

social equity, reveal the country’s focus on ensuring that AI benefits all segments of society, 

particularly marginalized groups, in line with its broader socio-economic goals. 

In contrast, Indonesia and the Philippines, with less developed AI infrastructures, are 

focusing primarily on fostering innovation and enhancing digital capabilities. These countries’ 

ethical guidelines are not as comprehensive or specific as those in Singapore, Malaysia, or 

Thailand, and their policies are more focused on stimulating economic growth through AI 

technologies. This indicates that while AI governance is becoming a priority in the region, the 

ethical frameworks are more likely to evolve as the countries’ AI ecosystems mature and as 

they face increasing pressure to address the social, economic, and political impacts of AI 

deployment. 

To provide a deeper understanding of the practical implications of AI ethical guidelines, 

the case study of Singapore is particularly relevant. Singapore’s AI governance model is one of 

the most comprehensive in Southeast Asia, with the city-state integrating AI ethics into its 

broader Smart Nation initiative. The country has established the Advisory Council on the 

Ethical Use of AI and Data, which oversees the implementation of AI policies and ensures that 

ethical considerations are embedded in AI technologies used in public services and the private 

sector. Singapore’s ethical framework focuses on issues such as accountability, transparency, 

and data privacy, which are seen as essential to fostering public trust and ensuring that AI 

technologies are used responsibly. 

In Malaysia, the case study of the National Policy on Industry 4.0 highlights the 

country’s emphasis on ensuring that AI technologies are developed with a focus on societal 

benefits and sustainable economic growth. Malaysia’s AI ethical guidelines prioritize data 

privacy, cybersecurity, and transparency, reflecting the country’s goal of becoming a regional 

leader in AI while safeguarding the rights of its citizens. The implementation of these 
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guidelines is guided by the principles set out in the policy, which aim to create an AI 

ecosystem that is ethical, inclusive, and aligned with international standards. These case studies 

demonstrate how the ethical frameworks in different Southeast Asian countries reflect their 

specific socio-economic goals and priorities. 

The examination of the case studies from Singapore and Malaysia highlights the role of 

governmental leadership in shaping AI ethics frameworks. Singapore’s proactive stance in 

integrating AI ethics into its national strategy reflects the country’s recognition of the 

importance of public trust in the adoption of AI technologies. Malaysia’s approach, while 

similar in many respects, emphasizes data privacy and cybersecurity as key components of its 

AI governance strategy. Both countries have made significant strides in creating ethical 

guidelines that aim to balance innovation with the protection of citizens’ rights, setting them 

apart from other Southeast Asian nations where AI ethics are less formally developed. 

In comparison, Indonesia and the Philippines have adopted a more cautious approach to 

AI governance, focusing on laying the groundwork for AI infrastructure and innovation before 

addressing ethical concerns in-depth. The ethical guidelines in these countries are not as 

detailed as those in Singapore and Malaysia, which indicates that the emphasis in these 

countries is still largely on technological advancement and economic development. The 

findings from these case studies provide valuable insights into how AI governance is evolving 

in Southeast Asia and highlight the need for a more comprehensive and standardized approach 

to AI ethics across the region. 

The findings from this study reveal that AI ethical guidelines in Southeast Asia are 

largely influenced by the developmental stage of AI technologies within each country. Nations 

with more established AI ecosystems, such as Singapore and Malaysia, tend to have more 

detailed and comprehensive ethical frameworks that focus on issues like fairness, transparency, 

and data privacy. In contrast, countries like Indonesia and the Philippines, which are still in the 

early stages of AI development, place less emphasis on ethical considerations, prioritizing 

innovation and economic growth instead. These findings suggest that as AI ecosystems mature 

in these countries, ethical frameworks will likely become more sophisticated and 

comprehensive, reflecting the growing recognition of the importance of responsible AI 

governance. The comparative analysis highlights the need for regional cooperation and the 

development of standardized ethical guidelines that can address the diverse challenges posed 

by AI technologies across Southeast Asia. 

 
Figure 1 Maturity of AI Ethical Guidelines inSoutheast Asia 

The research revealed significant variations in the development and implementation of 

AI ethical guidelines across Southeast Asian nations. Countries like Singapore and Malaysia 

have established comprehensive AI ethics frameworks that address key issues such as 
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transparency, accountability, fairness, and data privacy. These frameworks are deeply 

integrated into national strategies, such as Singapore’s Smart Nation initiative and Malaysia’s 

National Policy on Industry 4.0. Thailand also developed robust guidelines with an emphasis 

on social equity in AI applications. In contrast, Indonesia and the Philippines are still in the 

early stages of AI governance, focusing more on promoting innovation and technological 

development rather than fully embedding ethical considerations into their regulatory 

frameworks. The research also indicated that while AI ethical policies are becoming more 

recognized, their depth and comprehensiveness vary significantly, with some countries lagging 

behind in terms of policy maturity. 

The comparative analysis highlighted that Southeast Asian nations are at different stages 

in their journey towards AI governance. While some countries like Singapore have made AI 

ethics a priority within their technological policies, others like Indonesia and the Philippines 

have focused primarily on fostering AI innovation without fully addressing its ethical 

implications. The findings suggest that the region is divided into those who are actively 

developing ethical frameworks and those who are just beginning to consider their importance. 

This gap in policy development points to a need for more cohesive and regionally coordinated 

approaches to AI governance in Southeast Asia. 

When comparing these findings with existing literature on AI ethics, the study confirms 

some global trends while highlighting specific regional challenges. Many scholars have noted 

that developed countries, such as those in Europe and North America, have been at the 

forefront of developing comprehensive AI ethical frameworks Panteli et al., (2025); Khanal et 

al., (2025). However, research on Southeast Asia has often focused on technological 

development and innovation, with less attention given to the ethical and governance aspects 

(Zeng, 2020). This study expands on these insights by providing a focused comparative 

analysis of AI ethics in Southeast Asia, filling a gap in the literature on the region’s approach 

to AI governance. It also aligns with the broader trend that while some countries have a head 

start in AI ethics (such as Singapore), others are still grappling with the complexities of 

integrating ethical considerations into their AI policies. 

Unlike the developed world, where AI policies are often shaped by established 

frameworks and regulations, Southeast Asia’s diversity in political, economic, and social 

contexts presents a more fragmented landscape for AI governance. This research underscores 

the region’s need for tailored AI ethics policies that respect local contexts while aligning with 

international standards. While global frameworks like the European Union’s AI Act provide a 

model, Southeast Asian nations are still in the process of determining what works best within 

their unique environments. This research thus complements the global discussion by focusing 

on a region that is still developing its policies and governance structures for AI. 
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Figure 2 Prioritize AI Ethics 

The findings from this study indicate that the varying stages of AI governance across 

Southeast Asia reflect broader socio-economic and political realities within the region. 

Countries like Singapore and Malaysia, with their advanced technological infrastructures and 

economic strategies, have been able to prioritize AI ethics as a key component of their national 

development agendas. These countries view ethical AI as essential for maintaining public trust 

and ensuring that AI technologies are deployed in ways that benefit society as a whole. 

Conversely, nations like Indonesia and the Philippines, which are still building their AI 

ecosystems, have yet to prioritize the ethical dimensions of AI development. The research 

reveals that these countries are more focused on fostering innovation and infrastructure, which 

has led to slower integration of AI ethics into their policy frameworks. 

The results also reflect a tension between promoting AI as a driver of economic growth 

and addressing the societal risks associated with its deployment. While the ethical implications 

of AI are recognized in some countries, they are often sidelined in favor of economic goals 

such as attracting foreign investment or enhancing technological capabilities. This gap suggests 

that ethical concerns are still seen as secondary to economic development, especially in 

countries with less mature AI ecosystems. This divergence in policy priorities reflects the need 

for a more balanced approach to AI governance, one that considers both the benefits and risks 

of AI technologies. 

The findings of this research have significant implications for policymakers in Southeast 

Asia. As AI technologies continue to evolve and permeate various sectors, it is critical for these 

countries to develop ethical guidelines that ensure AI is deployed responsibly. The study 

highlights the urgent need for a coordinated approach to AI governance that integrates ethical 

considerations into technological development. Without such policies, the region risks 

exacerbating issues such as algorithmic bias, data privacy violations, and unequal access to AI 

benefits. This research calls attention to the fact that while some countries have made 

significant strides in AI governance, others are at risk of falling behind if they do not prioritize 

ethical frameworks in their policy development. 

The implications of this study extend beyond Southeast Asia. It underscores the 

importance of developing AI governance frameworks that are adaptable to different regional 

contexts while ensuring that global ethical standards are met. For countries that are still in the 

early stages of developing AI policies, the research provides insights into the benefits of 

adopting comprehensive AI ethics frameworks from the outset. It also suggests that regional 

cooperation in AI governance could help address shared challenges and ensure that the benefits 

of AI are distributed equitably. Policymakers in Southeast Asia must consider these findings as 

they continue to shape their AI strategies, ensuring that ethics remain a central focus of their 

governance frameworks. 

The findings can be attributed to a combination of factors, including economic priorities, 

technological capabilities, and socio-political contexts within each Southeast Asian nation. 

Countries like Singapore and Malaysia, with their advanced technological infrastructures, are 

better positioned to integrate AI ethics into their governance frameworks. These countries have 

recognized that public trust in AI is crucial for its successful integration into society and have 

therefore placed a strong emphasis on ethical principles such as transparency and 

accountability. In contrast, Indonesia and the Philippines, with their less developed AI 

ecosystems, have focused more on economic growth and technological infrastructure, leading 

to a delayed emphasis on the ethical implications of AI. 

The disparity between these countries can also be explained by their varying political will 

and institutional capacity to address ethical issues related to AI. Nations with strong political 

will and robust governance structures, like Singapore, are able to implement comprehensive AI 

ethics policies more effectively. Meanwhile, countries with less institutional capacity may 

struggle to incorporate ethical considerations into their AI policies, particularly when these 
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considerations are seen as secondary to economic and technological development. 

Additionally, the lack of international coordination and regional cooperation has contributed to 

the uneven development of AI governance in Southeast Asia, with some countries lagging 

behind due to limited access to resources or expertise. 

Moving forward, it is crucial for Southeast Asian nations to prioritize the development of 

comprehensive AI ethical frameworks that address both the potential benefits and risks of AI 

technologies. Policymakers should consider adopting best practices from countries with 

advanced AI governance frameworks while also ensuring that their policies are tailored to local 

contexts. There is a need for greater regional collaboration in AI governance, with countries 

working together to develop shared ethical standards and regulatory frameworks. This could 

include the establishment of regional bodies or initiatives focused on AI ethics, which would 

facilitate the exchange of knowledge, resources, and best practices. 

In addition, Southeast Asian countries must invest in capacity-building efforts to ensure 

that their institutions are capable of developing and implementing effective AI governance 

policies. This includes training policymakers, regulators, and technologists in AI ethics, as well 

as fostering public awareness and engagement with the ethical dimensions of AI. As AI 

technologies continue to evolve, it will be essential for these countries to remain proactive in 

updating and refining their ethical guidelines to keep pace with emerging challenges. The 

research suggests that a holistic and adaptive approach to AI governance is necessary for 

ensuring that AI is deployed in a way that benefits society while safeguarding individual rights 

and promoting social equity. 

 

CONCLUSION 

The study revealed significant differences in the development and implementation of AI 

ethical guidelines across Southeast Asian nations. Singapore and Malaysia emerged as leaders 

in AI governance, with well-established, comprehensive AI ethics frameworks that prioritize 

transparency, accountability, fairness, and data privacy. These countries have embedded AI 

ethics within their national strategies, reflecting their advanced technological infrastructure and 

the importance they place on ensuring public trust in AI. In contrast, Indonesia and the 

Philippines are still in the early stages of AI governance, focusing more on fostering innovation 

and infrastructure development, with ethical concerns being addressed only at a basic level. 

Thailand, while closer to Malaysia in its approach, emphasizes social equity alongside the 

typical AI ethics concerns. These findings underscore the region’s fragmented approach to AI 

governance, with some countries progressing faster than others in integrating ethics into their 

AI policies. 

This research offers valuable contributions to the understanding of AI governance in 

Southeast Asia by providing a comparative analysis of AI ethical guidelines across multiple 

nations in the region. Unlike most studies that focus on the global or Western-centric 

perspectives of AI ethics, this study specifically examines Southeast Asia’s unique challenges 

and opportunities. It highlights the importance of tailoring AI governance frameworks to 

regional socio-economic, political, and cultural contexts while aligning with international 

ethical standards. The methodological approach, combining document analysis with semi-

structured interviews, allowed for a detailed exploration of both the theoretical foundations and 

practical implementation of AI ethics. This research enriches the existing literature by 

emphasizing the need for region-specific AI governance frameworks, providing a roadmap for 

countries still in the early stages of policy development. 

While this study offers significant insights, it is not without its limitations. The research 

focused on five Southeast Asian countries, which, although representative of the region, may 

not fully capture the diversity of approaches to AI ethics in other Southeast Asian nations. 

Additionally, the study relied on available policy documents and interviews with policymakers 
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and experts, which may not always reflect the broader public perception or the experiences of 

AI practitioners on the ground. Future research could expand the scope by including more 

countries from the region and incorporating perspectives from a wider range of stakeholders, 

including industry leaders and civil society organizations. Moreover, the dynamic nature of AI 

technologies and their rapid evolution calls for ongoing research to track how AI ethical 

guidelines are adapting to new challenges, such as AI’s impact on labor markets and its role in 

surveillance. Longitudinal studies could further explore the effectiveness of AI governance 

frameworks over time and provide insights into their long-term social and economic impacts. 
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